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Abstract: Despite efforts to deal with the underrepresentation of Black and Minor-
ity Ethnic (BME) staff in higher education, progress to date has been limited. We 
investigate the role of possible implicit attitudes towards ethnic diversity among 
staff and students at a leading British university. Ninety-six participants (48 
White and 48 non-White) were presented with matched C.V.s of White and non-
White applicants and were instructed to rate the suitability of candidates against 
two pre-defined job descriptions for positions at the same university (Lectureship 
versus Administrative role). Participants were also asked to shortlist two appli-
cants for a subsequent interview, before completing a new multi-ethnic IAT. The 
new IAT assesses implicit attitudes towards BME groups as a whole, rather than 
 focusing exclusively on a single ethnic minority. Evidence of implicit bias was ob-
served in the IAT scores and in the White participants showing an own-race bias in 
terms of the proportion of Whites that they selected for the academic post, but not 
the administrative position. Implicit measures were a better predictor than  explicit 
measures of actual shortlisting decisions. Policy recommendations are discussed.
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1 Introduction
Inequality in recruitment between BME groups and the majority White popula-
tion continues to represent a persistent source of social and economic  injustice in 
many Western countries (Bassanini and Saint-Martin 2008). After controlling for 
age, socio-economic status, and number of years in education, research shows 
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that BME groups, in a variety of countries, continue to face a significant “net” 
disadvantage in terms of gaining access to, and remaining in, the labor market 
(see Bassanini and Saint-Martin 2008). Evidence of labor market discrimination 
on the grounds of ethnicity and religion has been reported in Australia (Booth et 
al. 2009), Canada (Pendakur and Pendakur 1998), France (Lefranc 2010), Ger-
many (Kogan 2011), Greece (Drydikas and Vlassis 2010), North America (Bertrand 
and Mullainathan 2004), New Zealand (Tobias et al. 2008), Sweden (Nordin and 
Rooth 2009), and the United Kingdom (Wood et al. 2009). 

One technique that has been frequently used to identify labor market dis-
crimination is “correspondence testing” (see Jowell and Prescott-Clarke 1969). In 
a typical correspondence test for racial discrimination, written job applications 
are randomly assigned either a traditional Anglo-Saxon sounding name or a BME 
name and are submitted for advertised vacancies. Discrimination is identified if 
there is a different rate of shortlisting for interview between the ethnic groups 
(typically White versus non-White). Bertrand and  Mullainathan (2004), for in-
stance, randomly assigned either Anglo-Saxon (e.g., Emily) or Afro-American 
(e.g., Lakisha) names to over 5,000 fictitious curricula vitae (hereafter C.V.s), 
which were then sent in response to a range of job advertisements in Boston and 
Chicago. They found that White candidates were 50% more likely than non-White 
candidates to be offered an interview. Similarly, the results of a Swedish field 
study (Carlsson and Rooth 2007) demonstrate that second generation Swedes are, 
on average, ten percentage points less likely to be invited for interview if the ap-
plicant has a Middle Eastern rather than a traditionally Swedish sounding name. 
In the UK research shows that BME individuals not only have to send, on average, 
74% more applications than Whites to secure an interview (Wood et al. 2009), but 
that once in employment BME staff face lower hourly earnings and lower levels of 
occupational attainment, compared to equally qualified White staff (Li and Heath 
2008).

1.1 Discrimination in higher education

Although research has investigated discriminatory selection practices across a 
broad spectrum of occupations,1 one domain which has not been explored in any 

1 Bertrand and Mullainathan (2004): Office Management Positions, Cashier Work, Customer 
Services, and Administrative Support Posts. Wood et al. (2009): IT user support, IT Technician, 
Care Assistant, Teaching Assistant, Accountant, Accounts Clerk, Sales Assistant, Office Assis-
tant, and Human Resource Manager.
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great detail is the recruitment and retention of ethnic minority staff in Higher 
Education Institutes (see Leathwood et al. 2009). Nevertheless, what is clear is 
that despite considerable efforts to deal with the underrepresentation of BME 
staff among the higher academic and administrative grades of British universi-
ties, the statistics reveal that so far success has been, at best, limited (see the 
Equality Challenge Unit 2010). It is perhaps surprising, given the meritocratic 
principles on which universities are founded that the proportion of BME aca-
demic staff in UK universities is lower than that of the British working population 
for individuals with the appropriate qualifications for an academic post (Equality 
Challenge Unit 2010). This is even more surprising given that well educated indi-
viduals typically espouse egalitarian and liberal attitudes towards ethnic minori-
ties (Schuman et al. 1997), at least on self-report measures.

Compared to equally qualified Whites, BME academic staff are more likely to 
be employed on short, fixed-term contracts in universities (34.7% for BME staff 
versus 28.7% for Whites), face a 2.9% median pay gap, and become increasingly 
underrepresented, the more senior the academic grade (Equality Challenge Unit, 
2010). For example, 11% of all White academics are professors compared to just 
4% of the BME academic population (Equality Challenge Unit, 2010). Indeed, 
 according to data from the Higher Education Statistics Agency (2011) out of the 
14,385 Professors in the UK, only 50 (0.35%) are Black, despite the fact that 2.8% 
of the population of England and Wales is Black African or Black Caribbean, ac-
cording to the Office for National Statistics. In fact, the statistics reveal that 94.5% 
of British professors are White, 1.6% are Asian (including Asian British Indian, 
Asian British Pakistani, and Asian British Bangladeshi), 1.1% are Chinese, 0.7% 
are Other Asian, and 1.7% Other (including Black mixed ethnicity and other eth-
nic backgrounds), while just 0.4% are Black (Black Caribbean or Black African). 

Again this appears to be an international problem with a similar picture 
emerging from the US, where only 5.4% of all university full-time academic staff 
come from a BME background (US Department of Education 2007). According to 
the Journal of Blacks in Higher Education “If we project into the future on a 
straight-line basis the progress of Blacks into faculty ranks over the past 26 years, 
we find that Blacks in faculty ranks will not reach parity with the Black percent-
age of the overall American workforce for another 140 years” (Leathwood et al. 
2009). 

1.1.1 The role of implicit and explicit attitudes 

What possible biases might be at work during the consideration of candidates 
which could potentially explain such inequalities? One possible factor here is the 
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role of implicit attitudes, (where such attitudes are thought to be unconscious, 
quick, and non-reflective; see Beattie 2010), which might be impacting on a number 
of core processes, including initial selection interviews, promotional panels, and 
judgments of suitability for certain posts. In a series of articles, Greenwald and 
his colleagues (see Greenwald and Banaji 1995; Greenwald et al. 1998) introduced 
the concept of the “implicit attitude,” on the basis of significant evidence “that 
past experience influences judgment in a fashion not introspectively known by 
the actor” (Greenwald and Banaji 1995: 4). This theoretical perspective was bol-
stered by the introduction of the Implicit Association Test (IAT; see Greenwald et 
al. 1998; Nosek 2007a, 2007b). The IAT is a computer-based assessment program 
that measures the speed with which participants associate certain concepts (e.g., 
“White” and “non-White” and “good” and “bad”). The IAT does not require the 
participants to report their underlying attitudes and when the relationship be-
tween implicit attitudes (as revealed by the IAT) and self-report attitudes are in-
vestigated, it seems that there is often considerable divergence between the two 
(Beattie and Sale 2009; Beattie and Sale 2011; Beattie 2011). Explicit attitudes are 
those that an individual is consciously aware of and can articulate, whereas im-
plicit attitudes may fall outside of an individual’s conscious control (Gregg 2008); 
they are thought to emerge from automatic and affective responses to a target 
object. Of course, self-report measures of attitudes can be skewed by a significant 
self-presentational bias, especially in domains that relate to socially sensitive 
situations, such as attitudes towards the environment (Beattie and Sale 2009; 
Beattie 2010), ethnicity (Park et al. 2007), and race (Nosek et al. 2002). But one im-
portant theoretical perspective holds that self-presentational bias alone cannot 
account for the lack of correlation and general “dissociation” between implicit 
and explicit attitudes.

1.1.2 The Implicit Association Test

The IAT requires the rapid categorization of various stimuli (typically words and 
images). In a typical race IAT respondents are asked to categorize positive and 
negative words and in other trials to categorise two sets of images (e.g. ‘White’ 
and ‘Non-White’ faces). Respondents then have to categorize individual items 
(e.g. an image of a ‘White’ face or a ‘Good’ word like ‘Wonderful’) into categories 
that have been paired (e.g. the joint category of ‘Good or Non-White’ versus the 
joint category of ‘Bad or White’). The more closely the two categories are associ-
ated (e.g. ‘Good’ and ‘Non-White’) the quicker and more accurate the respondents 
should be at assigning the individual items to the pair of categories. These pair-
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ings are subsequently reversed and response latencies and error rates are calcu-
lated to produce a difference or D score (Greenwald et al. 2003). 

The literature on implicit racial biases has consistently revealed that over 
70% of White Americans who complete a race IAT hold some degree of implicit 
racial preference towards Whites over African Americans, and that this remains 
true even when participants claim on explicit measures to hold egalitarian and 
liberal values (Greenwald et al. 1998; Mitchell et al. 2003; Nosek et al. 2007). 
 Indeed, in a large-scale internet study, Nosek et al. (2002) analyzed data collected 
between October 1998 and April 2000 at Project Implicit (www.projectimplicit.org), 
a purpose built website designed to provide “drop-in visitors” with the opportu-
nity to complete a variety of IATs, including a race IAT. They reported that of the 
approximate 100,000 White respondents (N = 103,316) who completed the Race 
IAT, most showed a significant own race bias (Cohen’s d = 0.83). Indeed, White 
participants exhibited a strong preference in favor of Whites over Blacks. Further-
more, this apparent pro-White preference obtained on the implicit measure (the 
IAT) was considerably stronger than participants’ explicit (i.e., self-reported) pref-
erences for Whites versus Blacks (Cohen’s d = 0.59). In contrast, Black respon-
dents (N = 17,510) showed a strong preference for Blacks over Whites on the ex-
plicit measure (Cohen’s d = −0.80), but somewhat surprisingly Black participants 
exhibited a weak pro-White bias on the implicit measure (Cohen’s d = 0.16). This 
implicit-explicit dissociation in the responses of Black participants is thought to 
reflect the competing role of culturally acquired values and attitudes versus the 
positive associations that they feel towards their own ethnic group based on their 
own personal experiences (see also Jost et al. 2004). In other words, disadvan-
taged social groups living in a culture where they are exposed to the same racial 
views held by the dominant group may well acquire culturally learnt negative at-
titudes towards their own ethnic group, which may moderate (or even eliminate) 
their own race preference. 

1.1.3  Critique of the Implicit Association Test

Over the past decade, the Implicit Association Test has become a widely accepted 
measure of implicit social cognition and has been the focus of over 450 peer- 
reviewed publications (Sabin et al. 2009). Part of the widespread appeal of the 
IAT is that it is easy to administer (especially over the internet), and it provides 
relatively robust findings across populations and socially sensitive domains, and 
the stimulus materials have been made readily available to others by Greenwald 
and his colleagues through Project Implicit (see Devine 2001). Nevertheless, there 
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are a number of potentially serious methodological issues with this test in terms 
of how it has been used. Despite the widespread popularity of the internet for re-
cruiting large and culturally diverse samples, there is an inevitable trade-off, as 
Greenwald and his colleagues would readily admit (Nosek et al. 2002), between 
the opportunities it provides for attracting participants who might otherwise be 
difficult to bring into the laboratory and an unavoidable loss of experimental con-
trol. In contrast to traditional laboratory based research, online studies preclude 
the experimenter from controlling for the myriad of environmental cues (e.g., in-
coming telephone calls, ambient noise, etc.) that may lead to significant distrac-
tion among participants. Similarly, it is not possible to ascertain whether multiple 
data points are the product of a single individual (e.g., a single participant may 
complete the experiment multiple times), or whether a single data point arises 
from multiple participants (e.g., a group of friends could potentially take turns 
alternating between experimental trials). Furthermore, participants may inten-
tionally (or unknowingly) provide false information when answering basic demo-
graphic questions about their own identity (e.g., age, gender, race, socio-economic 
status). Clearly, then, researchers must exercise caution when drawing conclu-
sions from data collected through web-based experimental designs.

But there is another potentially more serious issue about the race IAT that 
impacts not just on its use over the Internet, but on its use in more controlled 
studies. The Race IATs presented online at Project Implicit fail to employ full 
 natural-looking profile photographs (see Beattie 2013). Although the Race IAT, for 
instance, uses photographs of White and non-White people, the faces selected are 
unsmiling and appear hostile. Similarly, only a section of each face is presented 
which sometimes makes it challenging to determine the gender of the person fea-
tured; something that would be especially true when participants are instructed 
to rapidly categorize the stimuli. The photographs also appear to have been taken 
extremely close to the face, which itself contributes to their aggressive appear-
ance (see Figure 1). 

The Skin Tone IAT, on the other hand, uses drawings of faces that have been 
shaded in to change skin tone. Consequently, the images here are two-dimensional 
and have a somewhat synthetic appearance (see Figure 1). Part of the artificiality 
of these drawings is that the facial features (Euro-centric versus Afro-centric) do 
not change along with the skin tone, and so the faces appear very unnatural. 
Furthermore, there is a high degree of homogeneity in terms of the apparent age 
ranges of the faces used as stimuli in both the Race IAT and the Skin Tone IAT, 
which appear to represent exclusively young people. Using actual photographs of 
people of different ages, rather than drawings or partial photographs, would 
seem to hold greater ecological validity and be of more general applicability to 
everyday life. After all, it makes intuitive sense for the stimuli used in the IAT to 
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represent the kinds of faces/images that people typically encounter as they navi-
gate their way through important decisions in everyday life.

1.2 Predictive utility of the IAT in relation to hiring decisions

Notwithstanding these limitations, a small number of studies have examined the 
predictive validity of the IAT in relation to employment outcomes, although none 
have focused on ethnic diversity within the Higher Education Sector. In a Cana-
dian study, Son Hing et al. (2008) examined employment discrimination towards 
Asian job applicants. They showed that when Asian job candidates were signifi-
cantly better qualified for a post than the Whites candidates, the Asians were 
more likely to be recommended for the position by White judges (as hopefully one 
would anticipate). However, when the White and Asian candidates had similar 
qualifications, the White judges were more likely to recommend White  applicants. 
They also showed that the greater the implicit bias against Asians (as measured 
by the IAT), the more likely White judges were to choose the White rather than the 

Fig. 1: Example stimuli used in the Race IAT and the Skin Tone IAT at Project Implicit
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Asian candidate. The explicit measures, on the other hand, did not predict 
 applicant selection. 

Similarly, Rooth (2010) used an IAT to measure possible implicit biases to-
wards job candidates with either traditional Muslim or Swedish-sounding names. 
Rooth analyzed the relationship between implicit and explicit attitudes and the 
probability that applicants would be offered an interview. Rooth found that 
“the probability to invite job applicants with names such as Mohammed or Ali 
decreases by five percentage points when the recruiter has at least a moderate 
negative implicit association toward Arab-Muslim men in Sweden” (2010: 529). 
Again, explicit measures did not predict shortlisting. The researchers go on to 
argue that what their results indicate is that “there are recruiters who implicitly 
discriminate, but who would not explicitly do so. The results present evidence 
that recruiting behavior is being affected by implicit prejudice rather than by ex-
plicit discrimination” (2010: 529). But, of course, this is only one specific domain. 
How robust is the finding, and would this generalize to other ethnic groups and 
different situational contexts such as that of the UK’s Higher Education Sector?

1.3 The current study

Evidently, discrimination on the grounds of race or ethnicity does represent a 
pervasive global and social problem. However, despite its obvious theoretical im-
port, research attention has focused disproportionately on the prevalence of dis-
crimination per se, rather than on the core psychological processes underpinning 
potential sources of bias in recruitment and hiring decisions. Research attention 
urgently needs to shift away from an exploration of the magnitude of “ethnic pen-
alties” (see Heath and Li 2007), and investigate instead the psychological condi-
tions that give rise to discrimination, and ultimately towards an understanding of 
what (if any) policy initiatives can be implemented during personnel recruitment 
to reduce potential bias in the decision-making processes that underpin selec-
tion. The current study is the first to examine the relationship between both im-
plicit and explicit attitudes to ethnic minorities, and possible discriminatory se-
lection procedures within the context of a Higher Education Institute. Rather than 
focusing exclusively on a single ethnic minority group (e.g., attitudes towards the 
Black community), we devised a new IAT that systematically assesses implicit 
and explicit attitudes towards a mixture of BME applicants (namely, Black African, 
Black Caribbean, Middle Eastern, Far Eastern, Japanese, Korean, Asian, and 
 Chinese groups). The basic procedure involved asking White and non-White indi-
viduals to read through the C.V.s of four applicants for a lectureship position (lec-
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turer in health psychology) and to read through a different set of four C.V.s for an 
administrative role within the Professional Support Services at the same univer-
sity. For each post, participants were presented with two White and two non-
White applicants and were asked to rate the suitability of each candidate, before 
selecting two for a subsequent interview. Participants were then asked to com-
plete the new ethnic IAT. By holding the quality of each C.V. constant and by 
 assigning a White and a non-White identity to each, this study not only enabled 
us to explore the role of implicit attitudes towards a broader range of job appli-
cants, but also could reveal how discrimination might vary as a function of job 
type (lectureship  versus administrative post).

2 Method 

2.1 Participants

Ninety-six individuals (33 males, 63 females) from a leading British university, 
participated in the research. Half were White British, while the remainder were 
from various British born BME groups (i.e., Asian [43.8%], Mixed Race Asian 
[20.8%], Chinese [14.6%], Black African [12.5%], and Black Caribbean [8.3%]2). 
Most were university students.

2.2 Designing the new Ethnic IAT

In order to devise the new multi-ethnic IAT, we initially used the internet to col-
lect a large corpus of photographs of the faces of White and non-White indi viduals 
(e.g., Black, Asian, Middle Eastern, Far Eastern, Mixed Race, etc.) representing a 
range of ages (18–65 years) and including both males and females. Subsequently, 
a number of photographs were then removed based on image quality, pose, and 
facial expression. Only smiling faces that were looking directly at the camera 
were considered. The remaining photographs were then rated independently by 
three judges for attractiveness on a scale from 1 to 10 where 1 corresponded to 
extremely unattractive and 10 corresponded to extremely attractive. From these 

2 These categorizations are those the participants gave themselves in response to the question 
“What ethnicity do you consider yourself?”
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ratings only those faces that were judged to be in the middle band of attractive-
ness (with a mean rating of 4 to 6) were retained. The remaining photographs 
were then divided into two groups of 10 White and 10 non-White, ensuring that 
they included people from a range of ages and included an equal number of 
males and females. Finally the overall ratings for the photographs in the White 
and non-White conditions were analyzed to ensure they were comparable so that 
one group was not judged to be more attractive than the other. 

2.3 Stimuli construction: Constructing credible C.V.s

Our stimuli were based on two job advertisements that appeared on the vacancy 
section of a leading British university website in August 2010. One of these 
 vacancies advertised an academic position (Lectureship in Health Psychology), 
whilst the other advertised a role within the Professional Support Services (Post-
graduate Administrator). The first phase of stimuli development involved con-
structing a series of eight credible C.V.s (four for each position). Embedded in 
each C.V. were a number of sections including, “level of educational attainment,” 
“research publication history” (lectureship post only), “previous work experi-
ence,” and “interests and pastimes” (administrative post only). Considerable at-
tention was given to ensuring that the four C.V.s for each of the two posts were 
comparable in terms of the quality of the applicant (as with most C.V.s some sec-
tions were made deliberately stronger than others). For example, all of the aca-
demic applicants had studied at high ranking British universities for their first 
degree, but at less prestigious institutions for their second degree, they had some 
publications in high-impact journals, but other papers in less prestigious jour-
nals, etc. In relation to the administrative post, all candidates had a mixture of 
relevant and less relevant work experience with some unexplained gaps in their 
work history, and pastimes that focused on learning new transferable skills (e.g., 
attending IT classes), as well as hobbies that were less likely to appeal to a po-
tential employer (e.g., socializing in the pub with friends). In a small number of 
cases typographical errors were deliberately embedded in the C.V.s in order to 
manipulate the perceived quality of a target C.V. (e.g., I enjoy reading the great 
litruture of the world). 

A pre-test was conducted to ensure that the C.V.s were approximately equiva-
lent in terms of the quality of each applicant. Ten additional participants (5 White 
and 5 non-White) were asked to individually rate the suitability (using a 7-point 
Likert scale) of each of the 8 C.V.s for the target job, on the basis of qualifications, 
work experience, and publication history. Critically, the C.V.s that participants 
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rated did not carry any information about the ethnicity of the applicant. The 
mean suitability ratings of C.V.s for the lectureship post was 4.74 (range 4.38 to 
5.00) and 3.85 for the administrative position (range 3.67 to 4.05). These results 
revealed that when the C.V.s were ethnically neutral, there was little variation in 
how participants rated the quality of each applicant. If White and non-White par-
ticipants rated the quality of the C.V.s differently when they were assigned a racial 
identity, then implicit biases could plausibly account for the difference.

Finally, two racial identities were randomly assigned to each of the eight C.V.s 
(generating 16 C.V.s in total). This was achieved by randomly assigning an Anglo-
Saxon name (e.g., Jennifer Peterson) and an ethnic minority name to each C.V. The 
ethnic minority names selected were of Chinese (e.g., Xia Lynn), Asian (e.g.,  Rezza 
Husseini), and African (e.g., Latoya Obagundu) origin. Additionally, a passport-
style photograph of a White or non-White applicant was attached to the top right 
hand-corner of each C.V. (see Figures 2 and 3). Applicants were matched for at-
tractiveness and facial expressions (smiling only). A second pre-test was con-
ducted in which an additional 20 participants (10 White and 10 non-White) were 
instructed to rate the attractiveness of each of the 16 faces on a 7-point Likert 
scale. White and non-White faces did not vary significantly by attractiveness 
(T = 65, N = 18, n.s). 

Fig. 2: Example stimuli (white lectureship post)
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2.4 Procedure

Each participant was individually presented with an electronic copy (using 
 PowerPoint slides) of the job specification relating to one of the two positions, 
followed by the four C.V.s that had previously been created to fulfil the require-
ments of the target post. Participants were told that their task was to select the 
two most suitable applicants for the post. They were always shown the C.V.s of 
two White and two non-White applicants for each post. After reading through a 
C.V., participants were asked to make a judgment about the suitability of each ap-
plicant, before the next C.V. was presented. Applicant suitability was measured 
on a 7-point Likert scale (“1” = “not at all suitable” and “7” = “extremely suit-
able”). After rating the quality of all four C.V.s for a post, participants were given 
one minute to select two candidates that they wished to put forward for inter view. 
They were then shown the second job description and the process was repeated. 
The order in which the posts were presented (academic versus administrative), 
the order in which the applicants appeared (White versus non-White), and the 
gender of the applicants were randomized throughout. 

Finally, respondents completed the Ethnic IAT by following a series of com-
puterized instructions. Two explicit (e.g., self-reported) measures of attitudes 

Fig. 3: Example stimuli (non-white lectureship post)
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were also taken. Respondents were asked to rate their explicit (self-reported) 
 attitude to White versus non-White people on a 5-point computerized Likert scale, 
where 1 corresponds to a strong preference for non-Whites, 3 corresponds to no 
preference, and 5 corresponds to a strong preference for Whites (see Figure 4). 

Second, we assessed explicit attitudes by employing a “Feeling Thermometer,” 
which requires participants to rate how warm or cold they feel towards White and 
non-White people respectively. From the two ratings on the Feeling Thermometer, 
a thermometer difference (TD) score is calculated (see Figure 5). For example, a 
respondent with a very positive feeling towards White people might select “5” 
meaning “very warm” to White people and “1” meaning “very cold” to non-White 
people. This would yield a thermometer difference (TD) score of +4. On the other 
hand, a respondent who had a very positive feeling towards non-White  people 
might select “5” meaning “very warm” towards non-White people and “1” for 
White people, thus producing a TD score of −4.

Finally, respondents read computerized instructions for the IAT and pro-
ceeded to complete it. 

Fig. 4: A computerized version of the Likert scale for measuring explicit attitudes towards White 
and non-White people
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3 Results 

3.1  Overall implicit and explicit attitudes towards White and 
non-White people

The IAT was scored according to the revised scoring algorithm described by 
 Greenwald et al. (2003), which produces a difference (D) score. In the present 
study, a positive D score signifies a preference for White people, and a negative D 
score indicates a preference for non-Whites. A D score between −0.2 and 0.2 indi-
cates a neutral implicit attitude towards “White” and “non-White.” A ‘D’ score 
between 0.2 and 0.5 indicates a slight attitudinal preference towards “White,” 

Fig. 5: A computerized version of the Feeling Thermometer for measuring explicit attitudes 
towards White and non-White people

Brought to you by | Purdue University Libraries
Authenticated

Download Date | 9/17/15 6:45 PM



Unconscious ethnic bias   185

while scores between −0.2 and −0.5 indicates a slight attitudinal preference to-
wards “non-White.” D scores between 0.5 and 0.8 indicate a moderate attitudinal 
preference towards “White,” while scores between −0.5 and −0.8 indicate a mod-
erate attitudinal preference towards “non-White.” Finally, D scores that are 
 greater than or equal to 0.8 indicates a strong implicit attitude towards “White,” 
while scores less than or equal to −0.8 indicates a strong implicit attitude towards 
“non-White.” These break points for “slight,” “moderate” and “strong” prefer-
ences were selected conservatively according to statistical conventions for effect 
size (see Cohen 1988). 

Table 1 presents the overall mean explicit and implicit attitude scores.

The overall mean Likert score for the new ethnic IAT was 3.03 (which indicates an 
almost perfect neutral explicit attitude), the mean TD score was 0.33 (which again 
indicates a neutral explicit attitude towards ethnicity), but critically the mean D 
score was 0.68 (which indicates a moderate pro-White score). In line with pre-
vious research, no significant correlation between the explicit measures and 
the  implicit measures were observed (Likert scale, rho = −0.07, N = 96, n.s.; TD, 
rho = −0.09, N = 96, n.s.)

3.2 Effects of gender on implicit and explicit attitudes

The next analysis examined the effects of gender on explicit and implicit atti-
tudes to White versus non-White people (see Table 2).

Table 1: Mean explicit and implicit attitude scores

Mean SD

Likert Score 3.03 0.37
TD Score 0.33 0.75
D score 0.68 0.78

Table 2: Mean explicit and implicit attitude scores by gender

Female Male

Mean SD Mean SD

Likert score 3.00 0.40 3.09 0.29
TD Score 0.37 0.75 0.27 0.76
D score 0.63 0.72 0.70 0.66
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Table 2 demonstrates that there was very little variation in the explicit and  
implicit attitude scores by gender. For females, the mean Likert score was  
3.00  (exactly neutral), the mean TD score was 0.37 and the mean D score was  
0.63. For males, the mean Likert score was 3.09, the mean TD score was 0.27 
and the mean D score was 0.70. A Mann-Whitney U test confirmed that gender 
had no significant effect on either measure of explicit (Likert score, U = 952.5, 
n1 = 63, n2 = 33, n.s.; TD score, U = 987.00, n1 = 63, n2 = 33, n.s.) or implicit atti-
tudes  (D score, U = 1029.5, n1 = 63, n2 = 33, n.s) towards White and non-White 
 people.

3.3 Implicit and explicit attitudes by ethnicity

The third analysis investigated whether participant ethnicity influenced im-
plicit or explicit attitudes towards White and non-White people respectively (see 
Table 3).

Table 3 demonstrates that ethnicity had little or no effect on the explicit mea-
sures. However, the implicit attitude was affected by the ethnicity of the partici-
pant. For White participants, the mean D score was 0.93, indicating a strong pro-
White preference. For non-White participants, the mean D score was 0.43, which 
indicates a weak pro-White preference. A Mann-Whitney U test confirmed that 
there was no significant difference in explicit scores by ethnicity (Likert scores, 
U = 1131.5, n1 = 48, n2 = 48, n.s.; TD scores, U = 1116.5, n1 = 48, n2 = 48, n.s.), but 
that the mean D score for White participants was significantly higher (i.e., more 
pro-White) than for non-White participants (U = 660.0, n1 = 48, n2 = 48, p = 0.0001, 
2-tailed).

Table 3: Mean explicit and implicit attitude scores by ethnicity

White non-White

Mean SD Mean SD

Likert score 3.02 0.44 3.04 0.29
TD score 0.38 0.84 0.29 0.65
D score 0.93 0.87 0.43 0.60

Brought to you by | Purdue University Libraries
Authenticated

Download Date | 9/17/15 6:45 PM



Unconscious ethnic bias   187

3.4  How did participants’ ethnicity affect candidate selection 
for the lectureship position?

Figure 6 shows that despite being matched identically in terms of human capi-
tal White participants were around three and a half times more likely to select 
White (77.1%) than BME (22.9%) applicants for interview. On the other hand,  
non-White participants demonstrate a preference for BME (61.5%) candidates 
over White (38.5%) applicants. The next analysis examines the number of White 
and non-White participants as a function of the ethnicity of those candidates that 
they recommended for interview for the academic post (i.e., whether they recom-
mend two White  candidates, two non-Whites, or one White and one non-White 
applicant; see  Figure 7).

Most White participants (60.4%) shortlisted two White applicants for the 
 academic post. A third of White participants selected a White and a BME appli-
cant, with very few (6.3%) recommending two BME applicants. Conversely, only 
around a quarter (27.1%) of non-Whites recommended two applicants from the 
BME popu lation. Most non-White participants (68.8%) selected one candidate 
from a BME group and one from the White population, although very few (4.2%) 
put forward two Whites for interview. 

Fig. 6: Number of White and Non-White applicants selected for interview by participant 
ethnicity (academic post)
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3.5  Relationship between IAT Score and applicant selection: 
Do D scores predict who will be offered an interview for 
the academic post? 

The next stage of the analysis aimed to determine whether participants’ D scores 
were related to the ethnicity of the candidates selected for interview. Table 4 pres-
ents the mean D scores of participants as a function of the ethnicity of the appli-
cants that they selected.

Irrespective of ethnicity, Table 4 demonstrates that participants who offered in-
terviews to two White candidates had higher D scores than those who offered an 
interview to a White and a non-White applicant. Participants with the lowest D 
scores (i.e., the least pro-White) selected two non-White applicants. A set of three 

Table 4: Mean D scores of participants by recommendation for interview (academic post)

Participant 
Ethnicity

Two White One White and 
one non-White

Two non-White

Whites 1.17 (SD = 0.77) 0.71 (SD = 0.86) −0.22 (SD = 0.56)
Non-Whites 1.01 (SD = 0.00) 0.52 (SD = 0.28) 0.10 (SD = 0.99)

Fig. 7: Number of White and Non-White participants by recommendation to shortlist (academic 
post)
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pairwise Mann-Whitney U tests were conducted to determine whether the mean D 
scores varied significantly as a function of which applicants White participants 
recommended for interview. To reduce the risk of a type 1 error, Bonferroni correc-
tion procedures with an adjusted alpha level of 0.017 (0.05/3) were employed. 
White participants who shortlisted two White candidates were significantly more 
pro-White (i.e., had higher D scores) than those who selected a White and a non-
White applicant (U = 108.5, n1 = 29, n2 = 16, p = 0.003, 2-tailed), or two non-White 
applicants (U = 5.5, n1 = 29, n2 = 3, p = 0.006, 2-tailed). Following Bonferroni cor-
rections no significant variation in the size of the D scores was observed for 
Whites who selected a White and a non-White versus two non-White applicants 
(U = 5, n1 = 16, n2 = 3, p = 0.033, 2-tailed). 

A second set of pairwise Mann-Whitney U tests were conducted to determine 
whether the mean D scores varied as a function of which applicants non-White 
participants shortlisted. No significant differences were observed (Two Whites 
versus one White and one non-White, U = 4, n1 = 2, n2 = 33, p = 0.39, 2-tailed; Two 
Whites versus Two non-Whites, U = 2, n1 = 2, n2 = 13, p = 0.61, 2-tailed; one White 
and one non-White, versus Two non-Whites U = 125, n1 = 33, n2 = 13, p = 0.29, 
2-tailed).

3.6  Relationship between suitability ratings and applicant 
selection: Were the “best” candidates selected for the 
academic post?

Another way of examining the data is to consider the relationship between the 
suitability ratings and candidate selection. Did participants put forward the two 
applicants that they had previously judged to be the best for the post based on the 
7 point rating scale of suitability? Or, were participants scoring White and non-
White applicants equally, but putting forward more White (or non-White) appli-
cants irrespective of their initial ratings? We examined this by summing the suit-
ability ratings awarded to the two selected candidates and comparing them to the 
summed suitability judgments for the two unselected applicants. If participants 
are selecting the two candidates that they consider to be the most suitable for the 
post, then they should have awarded them significantly higher ratings, on aggre-
gate, than unselected candidates. If however, the summed suitability ratings for 
the two selected candidates are not significantly higher than for the two un-
selected applicants, this could be taken as evidence for the existence of an under-
lying implicit bias. 
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The median rating of suitability given to White and non-White applicants by 
the twenty-nine White participants who put forward only White candidates was 
identical across the two groups (5.00 for each). A Wilcoxon Matched-Pairs Signed 
Ranks Test revealed that the difference in the suitability rating was not statisti-
cally significant (T = 76.5, N = 20, n.s.). In other words, these White participants 
were more likely to select White than non-White candidates, even though they 
considered all applicants to be essentially comparable in terms of their suitability 
for the post. A second Wilcoxon test was conducted, focusing on whether the 
sixteen participants who put forward a White and a non-White candidate selected 
those applicants that they considered to be most suitable for the post on the basis 
of their rating scale judgment. The median suitability of those shortlisted candi-
dates was 5.5, while the median suitability judgment for those applicants who 
were not invited for interview was 4.5. The difference was statistically significant 
(T = 2, N = 15, p < 0.01, 2-tailed). In other words, this set of sixteen participants 
selected candidates based on some sort of merit. They put forward the two can-
didates that they had previously awarded the highest suitability ratings to. 

In relation to non-Whites, statistical analysis revealed that those thirteen 
non-White participants who put forward two non-White candidates did rate the 
non-White applicants as more suitable than the White candidates (median rating 
4.5 = Whites, non-Whites = 6.0; T = 0, N = 11, p < 0.02, 2-tailed). Similarly the 
 thirty-three non-White participants who put forward both a White and a non-
White applicant for interview had selected the candidates that they considered to 
be the most suitable for the lectureship post (median rating = 5.5 for successful 
applicants versus 4.5 for unsuccessful applicants; T = 4, N = 27, p < 0.0001, 
2-tailed).

In contrast to the White participants who selected two White applicants, even 
though they had not rated Whites as significantly more suitable for the post than 
non-Whites, non-White participants were more likely to select BME candidates 
than Whites, because they considered them to be the “best” applicant for the post 
on the basis of their previously considered rating.
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3.7  How did participants appraise candidates’ C.V.s for the 
administrative position?

Compared to the academic post, Figure 8 demonstrates that Whites and non-
Whites approached parity in the number of White and BME applicants that they 
recommend for the administrative post. Nevertheless, there remains a race- 
specific bias with Whites being 10.4% more likely, on average, to be nominated for 
the post by Whites, and BME applicants being 4.2% more likely to be shortlisted 
by non-Whites. The next stage of the analysis looks at the number of White and 

Fig. 8: Number of White and Non-White applicants selected for interview by participant 
ethnicity (administrative post)

Fig. 9: Number of White and Non-White applicants selected for interview by participant 
ethnicity (administrative post)
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non-White participants as a function of who they recommended for interview for 
the administrative post (see Figure 9).

Irrespective of ethnicity, Figure 9 demonstrates that participants overwhelm-
ingly recommended a White and a non-White applicant for interview for the ad-
ministrative post, although this pattern remains most pronounced among non-
Whites (83.3 for non-Whites versus 72.9 for Whites). Almost 20.0% of White 
participants (18.8%) recommend two Whites for interview, while only half as 
many (10.4%) non-Whites shortlist two BME applicants.

3.7  Do IAT scores predict candidate selection 
(administrative position)?

In line with predictions, White participants who put forward two Whites were 
significantly more pro-White than Whites who recommended a White and a non-
White applicant (U = 39, n1 = 9, n2 = 35, p = 0.01, 2-tailed). However, after Bonfer-
roni corrections, no significant differences in the size of the D scores were ob-
served for Whites who selected a White and a non-White versus two non-White 
candidates (U = 0, n1 = 9, n2 = 4, p = 0.03, 2-tailed), or for those who selected two 
Whites versus two non-Whites (U = 25, n1 = 35, n2 = 4, p = 0.04, 2-tailed). Con-
versely, non-White participants who recommended one candidate from a White 
and one from a BME background were significantly more pro-White than those 
who shortlisted two non-Whites (U = 27.5, n1 = 40, n2 = 5, p = 0.006, 2-tailed). How-
ever, after Bonferroni corrections, no significant differences were observed in the 
size of the D score between non-Whites who recommended two Whites versus two 
non-Whites (U = 6, n1 = 3, n2 = 5, p = 0.79, 2-tailed), or two Whites versus one White 
and one non-White (U = 16.5, n1 = 3, n2 = 40, p = 0.03, 2-tailed).

Table 5: Mean IAT scores of White and non-White participants as a function of who they 
recommended for interview (administrative job)

Participant 
Ethnicity

Two Whites One White,  
One non-White

Two non-Whites

Whites 1.82 (SD = 0.90) 0.83 (SD = 0.64) −0.18 (SD = 0.81)
Non-Whites 0.05 (SD = 0.23) 0.53 (SD = 0.39) −0.13 (SD = 0.56)
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3.8  Relationship between suitability ratings and applicant 
selection: Were the “best” candidates selected for the 
administrative post?

Statistical analyses revealed that the thirty-five participants who put forward one 
White and one non-White candidate were significantly more likely to shortlist 
those applicants that they considered to be most suitable for the post (median 
suitability for selected candidates was 5.5 versus 4.0 for unselected candidates; 
T = 64, N = 26, p < 0.01, 2-tailed). The suitability ratings of White and non-White 
applicants by the nine White participants who put forward two White candidates 
were examined. The median rating of suitability was 5.5 for the White applicants 
and 4.5 for the non-Whites. No significant differences were observed (T = 10.0, 
N = 9, n.s.). Given that prospective applicants differ only in terms of name and 
face, this again suggests that some sort of ethnic bias is a major factor in why 
these nine White participants recommend two White applicants, even though 
they had not rated them as significantly more suitable than the two non-Whites 
for the post. Of course, one problem with this conclusion is that here the sample 
size is small. 

Finally, statistical analysis revealed that the 40 non-White participants who 
put forward both a White and a non-White applicant selected the candidates that 
they considered to be significantly more suitable for the administrative post (the 
median suitability rating for the successful applicants = 5.5 versus 4.5 for the un-
successful applicants) (T = 136, N = 30, p = 0.05, 2-tailed). 

4 Discussion
This study aimed to fill an important lacuna in the psychological literature by 
exploring, for the first time, the impact of ethnic attitudes on personnel selection 
among staff and students at a leading British University. Consistent with previous 
research on implicit racial attitudes (Greenwald et al., 1998; Mitchell et al. 2003; 
Nosek et al. 2007), we observed that irrespective of ethnicity, participants across 
the sample held a moderate pro-White bias (D = 0.68). In line with the wider lit-
erature, considerable divergence between implicit and explicit attitudes was also 
observed (see Nosek et al. 2002; Park et al. 2007; Beattie and Sale 2009; Beattie 
2010, 2011, 2013; Beattie and Sale 2011). Despite the fact that explicit scores from 
both the Likert scale (M = 3.03) and the Feeling Thermometer (M = 0.33) clearly 
indicated that participants had no explicit preference for White over non-White 
people, measures of implicit attitudes (as revealed by the IAT) showed that White 
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participants  exhibited a strong pro-White bias (D score = 0.93), while non-White 
participants demonstrated a weak pro-White preference (D score = 0.43). 

Although there was a demonstrable ethnic bias in relation to which candi-
dates were shortlisted for each of the two posts, with both groups showing an 
own-race preference, our results provide clear evidence that implicit, (although 
not explicit), ethnic attitudes predicted the shortlisting decisions of White, but 
not non-White participants. Indeed, in terms of their selection decisions, White 
participants were ten times more likely to shortlist two White candidates for the 
lectureship post than two non-White candidates, despite the fact that the C.V.s 
were matched identically in terms of human capital. However, they typically se-
lected a White and a non-White applicant for (what most would consider to be) 
the less prestigious administrative post. In contrast, non-White participants 
 tended to shortlist one White and one non-White candidate for both the lecture-
ship and the administrative posts. Given that applicants’ C.V.s varied solely by 
name and face, it seems that the only plausible explanation for the disproportion-
ate number of White applicants selected by White participants is an underlying 
 ethnic bias. 

What is striking, however, is that the candidate suitability ratings awarded by 
White participants who selected two White candidates for the lectureship post 
were comparable (i.e., did not vary significantly) across White and non-White 
 applicants. In other words, when participants are provided with a relatively 
 constrained task in which they have to systematically analyze each applicant’s 
C.V., by comparing their qualifications and competencies against a pre-defined 
set of job specifications, they typically arrive at a more rational and accurate con-
clusion about the applicant’s suitability for the post. That is, they do not rate 
White and non-White applicants differently, as one hopefully might expect given 
that the C.V.s were matched across the corpus. It is only when they are sub-
sequently placed under explicit time-pressure (i.e., given 60 seconds) and in-
structed to perform a relatively open-ended task (i.e., shortlist two applicants for 
interview) that a significant proportion of White participants disregarded their 
previous suitability judgments and shortlisted two applicants from their own eth-
nic background. 

These findings are consistent with previous research, which shows that when 
participants, in a number of domains, make decisions under time-pressure, im-
plicit biases are a better predictor of behavioral choice than explicit measures 
(Friese et al. 2006; Beattie and Sale 2011). The data provide compelling support 
for the idea that time pressure moderates the predictive utility of implicit versus 
explicit attitudes, presumably because it precludes the possibility of deliberative 
and extensive information processing. Consequently, time-pressured decisions 
tend to be guided by highly accessible “implicit” preferences (see also Fazio and 
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Towles-Schwen 1999), which increases people’s vulnerability to the automatic 
activation of cultural stereotypes.

This is a stark finding for at least two reasons. First, research demonstrates 
that employers often read through C.V.s while they are under time-constraints, 
devoting an average of anywhere between thirty seconds and two minutes to each 
application (McGee 2003), although the process is likely to take longer when ana-
lyzing the C.V.s of academic staff. Second, due to the enduring underrepresenta-
tion of BME staff in senior academic positions, selection panels are likely to con-
sist of predominantly of White individuals who, as the current data reveal, might 
well hold strong pro-White preferences, despite being well educated, working in 
a  culturally diverse institution and publically espousing egalitarian and liberal 
 values. Taken collectively, these results may go some way in accounting for the 
underrepresentation of BME staff in the Higher Education Sector. 

Overall, IAT scores were useful predictors of behavioral choice. The larger the 
mean D scores of White participants, the more likely they were to disregard their 
previous ratings of suitability and put forward two White or a White and a non-
White applicant, even though they had assessed the quality of both candidates to 
be comparable. However, the D scores of non-Whites did not predict who they 
nominated for subsequent interviews. One explanation for this asymmetry is that 
because the non-White group were essentially heterogeneous, comprising multi-
ple ethnicities (e.g., Asian, Black, and Chinese applicants), there is no plausible 
theoretical reason to assume that BME participants would have a non-White bias 
for anything other than their own specific ethnic sub-group. Moreover, if non-
White people really do have a weak underlying pro-White bias, as both Green-
wald’s data and the data presented here suggest, then it would seem that their 
implicit biases around race or ethnicity are closer to neutral than for White par-
ticipants, allowing non-Whites to consider White and non-White applicants more 
fairly. After all, the majority of non-Whites appeared to select candidates for both 
positions on merit. They typically put forward the two candidates that they had 
previously rated as most suitable for the post.

4.1 Implications for policy

The research presented here suggests a number of targeted interventions that 
may be useful in reducing the likelihood (and magnitude) of possible bias occur-
ring during the first stage of labor market discrimination (the consideration of an 
applicant’s C.V). One possible starting point here might be to disrupt the “natural 
connection” between implicit process and behavior. Indeed, the results suggest 
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that where possible, C.V.s should be made anonymous by removing identifying 
 information such as an applicant’s name and personal details prior to being con-
sidered by a selection panel. Of course, there are many domains in which blanket 
anonymity would be impractical. Taking academia as a case in point, it would be 
almost impossible for applicants to hide their identity from a selection panel, as 
prospective employers are likely to want to review the number and quality of a 
candidate’s publications. Nevertheless, for many other posts (including adminis-
trative roles), this measure could be effectively implemented, as it is in many 
countries world-wide (see also Suk 2007). Similarly, another policy recommenda-
tion that could be implemented during recruitment might involve each member 
of the selection panel independently rating the suitability of a candidate on a 
7-point scale, using a pre-defined set of job specific criteria. The summed totals of 
the panels’ ratings would then serve as the guide to job selection, rather than 
 selecting candidates on something as vague or open ended as “gut feelings” (see 
Gladwell 2005). Finally, assembling an ethnically diverse selection panel (al-
though this might prove challenging due to the underrepresentation of non-
Whites) would reduce bias, because the data suggests that these individuals hold 
implicit attitudes closer to neutral than most White participants. 

Another approach to reducing bias during C.V appraisal involves changing 
the social organization of selection panels and interviews. The more time pres-
sure, the more complex the decision making is in terms of what is expected of a 
selection panel, the more tasks the panel are being given simultaneously, the 
more “intensely” they are chaired with shorter latencies of response between 
turns and more overlapping talk by the panel members (see Beattie 1983), the less 
time there will be for individual reflection and decision-making and the more 
likely the outcomes will be biased in particular ways. Consequently, panel mem-
bers must be given sufficient time to reflect on the relative merits (and weak-
nesses) of each candidate. Selection panels must be more “relaxed” affairs, at 
least in terms of temporal patterning (see Beattie 1983).

Beyond this, research must actively investigate how to prevent implicit biases 
from perpetuating labor market inequalities. Kandola (2009) has argued that so-
called “implementation intentions,” (a form of contingent self-talk) might offer 
one possible solution to tackling these complex issues. He claims that implemen-
tation intentions specify:

where, when and how we will behave in a particular way. It’s not exactly programming, and 
it’s certainly not brain-washing. But it is a way of directing our attention to particular con-
texts in which we are likely to act from unconscious habit rather than conscious inten-
tion. We train ourselves to recognize certain situations in which we want to act differently. 
(Kandola 2009: 175)
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According to Kandola, the benefit of these implementation intentions is that they 
allow “a kind of memory of the future. The pattern laid down by the plan creates 
a strong association between environmental cues and intended behavior . . . 
When the anticipated situation arises, the memory traces formed by the plan are 
readily accessed and the desired behavior is activated” (2009: 175). In other 
words, what Kandola appears to be arguing is that the “natural” connection be-
tween a situation and the automatic behavior that arises because of implicit pro-
cesses can be disrupted by using a degree of pre-planning. Kandola tried to use 
such implementation intentions to remove unconscious race bias. One of the 
groups in his study was an implementation intention group and they were given 
an implementation intention as well as a goal. The goal that they were given was 
“Don’t be prejudiced” and the implementation plan was “If I see a dark face then 
I’ll ignore skin color.” According to Kandola “those participants given an imple-
mentation plan performed significantly different to those in the control group. 
Their IAT scores were reduced to near zero meaning an absence of prejudice” 
(2009: 177). One problem with Kandola’s claim is that it seems never to have been 
published (it was merely an oral presentation at a conference). Consequently, ex-
actly how effective they are for preventing implicit bias does need to be carefully 
evaluated.

Nevertheless, following Kandola’s logic, a number of implementation inten-
tions could potentially be employed. Panel members, for instance, might be 
asked to reflect on the following implementation intervention: “If I notice that I 
have only shortlisted applicants from a particular ethnic or racial group, when the 
applicants come from a range of ethnic and racial backgrounds, then I will look at 
the C.V.s once again to make sure that some sort of implicit process were not at work 
in my decision making” – prior to shortlisting candidates. Similarly, raising aware-
ness of implicit attitudes among academics and employers more generally might 
be sufficient to mitigate some of these biases. 

But perhaps the greatest challenge of all requires researchers to develop even 
more focused interventions that attempt to change an individual’s underlying im-
plicit attitude. Olson and Fazio (2006) have suggested using Implicit Evaluative 
Conditioning to reduce automatically activated individual prejudice. Implicit 
Evaluative Conditioning is a non-conscious learning process where, for example, 
experimental participants believe they are taking part in an experiment about 
“attention and surveillance,” in which they are presented with a stream of “ran-
domly assembled images” on a computer screen. In reality, on the computer 
screen various images are paired in particular ways such that images of Black or 
White individuals appear on the screen in association with either positive or neg-
ative words or images. The basic idea is that the pairing the stimuli produces a 
certain response in participants and through repeated association this process 
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starts to produce a similar effect on its own, and this all happens below the level 
of conscious awareness. Olson and Fazio claim that this type of associative learn-
ing does reduce automatically activated racial attitudes and that they stay low for 
at least two days following the experiment. However, little is known about the 
long-term effectiveness of this sort of attitude-change intervention.

4.2 Conclusions

The present research provides a starting point to better understand the complex 
interplay between implicit and explicit processes, and their potential role in re-
cruitment, within Higher Education Institutes. It does, of course, leave many 
questions unanswered and future research must begin to explore the cognitive 
processes, including the implicit cognitive processes, which take place during 
real selection processes themselves, as opposed to mere experimental surrogates. 
One potentially important aspect of such processes is what selectors ‘see’ when 
they are faced with candidates from different ethnic backgrounds, including what 
they see when they look at their C.V.s.  Indeed, precisely how employers’ visual 
attention might be guided by their implicit biases when they read through differ-
ent candidates’ C.V.s remains something of an open question that warrants im-
mediate and urgent research attention (but see Beattie 2013 for, at least, a start in 
this direction). After all there is typically a lot of different sorts of information on 
C.V.s that can be focussed on and fixation on different aspects of a C.V. could result 
in very different ‘rational’ conclusions about the merits of any given candidate.

But what is abundantly clear is that many challenges need to be overcome in 
order to tackle labor market inequalities related to ethnicity. The research pre-
sented here has made the first tentative steps towards investigating some of these 
complex but crucially important issues.
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